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INTRODUCTION

During agricultural operations, especially during 
haymaking, thousands of wild animals are injured or 
killed every year. The highest losses occur for roe deer 
(Capreolus capreolus) fawns. More specifically, in the 
Czech Republic, approximately 50 roes per 1000 ha  
are yearly killed by mowers (D i v i s o v a , 2015). In 
neighbouring Germany, the estimated death rate is 
about 500 000 wild animals a year in forage areas and 
grass meadows. Based on the annual increase in wild 
animals the estimates are: Sweden 25–44%, Poland 
17–44% and Bulgaria 27% (C e r r a  et al., 2009; S t e e n 
et al., 2012; W a g n e r , 2012).

The main causes include an increase in the area of 
permanent grassland and forage areas, which serve as 
a source of food and a natural shelter from predators 
for animals. When there is danger, young animals do 
not escape from the dangerous area, but instinctively 
find a hiding spot and wait for their parents to return 
(R i e c k , 1955). Technological advances in the per-
formance of harvesting machines also have a major 
impact. From the viewpoint of agrotechnical deadlines, 
pressure on harvests in May and June increases, which 
very often coincides with the period when young 
animals are fawned. Harvest during this period is 
intended for livestock feeding and the operation of 
biogas stations. The killing of wild animals causes 
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not only a reduction in their count, but also the risk of 
contamination of harvested feed for livestock which 
may cause botulism (J a r n e m o , 2002).

Various methods of detecting wild animals based 
on infrared sensors (M o s e r ,  2008; W a g n e r , 2012), 
microwave sensors (P a t r o v s k y ,  B i e b l , 2005; 
F a c k e l m e i e r ,  B i e b l , 2009) or a thermal camera 
placed on the harvester (S t e e n  et al., 2012) are cur-
rently available. All of these methods are susceptible 
to false detection due to vibration or inclination to 
the searched wild animals. For these reasons, it is 
appropriate to use modern unmanned vehicles (UAV) 
(I s r a e l , 2012). 

Today, drones are used in many areas such as in 
the forestry industry (reducing the number of fires) 
(C h r i s t e n s e n , 2015; T a n g ,  S h a o , 2015) or as 
a diagnostic tool of photovoltaic farms (A v d e l i d i s 
et al., 2011; K a u p p i n e n  et al., 2015), etc. 

The combinations of thermal camera and unmanned 
vehicle (UAV) is also used for monitoring wild animals 
– e.g. sea turtles, black bears, large land mammals 
such as elephants (B e v a n  et al., 2015), wildlife (d o s 
S a n t o s  et al., 2014), for fighting against poaching 
animals such as the rhinoceros (M u l e r o - P a z m a n y 
et al., 2014), and for animals detection during agri-
cultural processes (I s r a e l , 2012; F e l i p e  et al., 
2016; G o n z a l e z  et al., 2016). Machine learning is 
needed to automate the process of animal detection. 

C h r i s t i a n s e n  et al. (2014) used an algorithm 
for their experiment, which is one of the nonpara-
metric methods of classifying machine learning and 
covers also learning with a teacher. The principle of 
the algorithm is based on similarity with the nearest 
neighbours. The results published by C h r i s t i a n s e n 
et al. (2014) show good detection and classification 
(accuracy 84.8%) up to 10 m. At a height of 10–20 m, 
the performance and accuracy of classification (75.2%) 
decrease. The proposed detection becomes unreliable 
at flight levels above 20–22 m, where classification 
accuracy is around or below 50% (C h r i s t i a n s e n 
et al., 2014). 

This article presents a low-cost system for search-
ing for wild animals based on basic computer vision 
(Threshold). 

The aim of the research is to verify the feasibility of 
the detection system that will have an animal detection 
reliability of at least 95%, and the computationally-
demanding data processing will not exceed the per-
formance of a computer hung on a UAV and will be 
adaptable to the flight level. In the first stage of the 
development presented herein, a video is evaluated 
in the MATLAB environment after carrying out the 
aviation work.

MATERIAL AND METHODS

The tested search system prototype consists of 
two parts: detection and ground station. The detection 
part consists of a UAV (DJI Phantom 1 F300), two-
axis stabilization units, Seek Thermal CompactPRO 
thermal cameras, and an Eachine TX03 RGB FPV 
camera. The basic parameters of both cameras are 
specified in Table 1.

The ground station consists of a mobile phone with 
OTG support and a video receiver (5.8G 32CH OTG 
FPV Receiver), where the visible spectrum Eachine 
TX03 camera (5.8 GHz) is displayed. Upon comple-
tion of the aviation work, the recorded video in the 
IR spectrum is downloaded to a computer where it is 

Table 1. Basic parameters of RGB camera and thermal camera

Size
RGB camera Thermal camera

20 × 13 × 6 mm 445 × 254 × 254 mm

Mass 6 g 14.2 g

Spectrum/wavelength Visible RGB LWIR/(7.5 – 14) μm

Resolution 600 TVL 320 × 240 px

View angle 120° 32° × 24°

Temperature range – –40°C to 330°C

 

Fig. 1. System architecture diagram
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evaluated using the algorithm presented below created 
in the Matlab environment. Fig. 1 shows a simplified 
diagram of the architecture of the search system.

Testing of the search system was carried out at the 
beginning of July (July 6–7th, 2018) when haymak-
ing peaked in Žlebské Chvalovice (49°53′23.5″N, 
15°34′06.7″E) (Fig. 2a). The measurements were car-
ried out at noon at temperatures 22.8–24.0°C and a 
wind force 8–10 m s–1. It was cloudy on 6th July 2018 
and half covered sky on 7th July 2018 (data provided 
by Čáslav meteorological station). For our study we 
used a dog – a warm-blooded animal, specifically, the 
Cavalier King Charles Spaniel (Fig. 2b) due to its size 
reminiscent of a freshly born roe calf.

As in the Czech Republic the use of UAVs for 
experimental and research purposes is subject to pilot 
and machine registration, it was necessary to anchor 
the UAV with the search system by means of a safety 
rope. In order to ensure the same position of the animal 
in the scanned area during measurement, the dog’s 
leash was loaded with two bricks. The height of the 
stand ranged from 65 to 110 cm. The flight level of 
the machine was not constant and ranged from 5 to 
20 m (average 9 m) and was measured using a laser 
rangefinder.

The recorded IR video was subsequently processed 
off-line in the MATLAB environment. In the proposed 
algorithm, the video is converted frame-by-frame. Each 
frame is first converted into a matrix in which each 
element acquires a value between 0–255. The value 
0 represents the darkest pixels (black) and represents 
the lowest temperature of the image. In contrast, the 
255 value represents the lightest pixels and repre-
sents the highest temperature. Specifically, the lowest 
temperatures (air temperatures 22.8–24.0°C) were 
achieved by grassland. In locations where there was 
direct visibility of the soil, a maximum temperature 
of 33°C was measured. The searched object (dog) 

reached a maximum surface temperature of 50°C 
and was therefore interpreted by the brightest pix-
els (value of 255). Just like humans, warm-blooded 
animals try to maintain a constant body temperature  
(ε > 0.95). In particular the coat of fresh-born baby has 
a low insulating ability and is visible in the infrared 
spectrum (G a d e ,  M o e s l u n d , 2014). On this basis, 
pixels are the subject of interest in the created matrix, 
which will gain intensity values from 127.5 to 255. 
The approximated 3D histogram (depiction of each  
8th pixel) of the original image matrix is shown in  
Fig. 3a). The imadjust function is used to obtain the 
pixels that can be the searched object. The imadjust 
function works on the principle of the ‘to zero’ threshed 
type (O p e n C V  d e v  t e a m , 2018): 

						      (1)

where:
x, y = pixel coordinates
thresh = set threshold

If the current src (x,y) pixel value is lower than 
the set thresh value, the new pixel value is set to 0 
(black). If the current src (x,y) pixel value is higher 
than the determined thresh value, the thresh value will 
be subtracted from the current src (x,y) value. The 
approximate 3D view of the modified image matrix 
of the imadjust function is shown in Fig. 3b.

An adaptive threshold (the adaptthresh function) 
is applied to a newly created image, and it uses the 
Gaussian weighted average of pixel intensities in the 
neighbourhood to calculate the local threshold for each 
pixel. The basis for calculating the adaptive threshold 
level is the ‘Gaussian blur’ (2).

							     
						      (2)

Fig. 2a. Images from the Measurement Areau Fig. 2b. Images from the Measurement Area
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where:
x2, y2 = size of the filtration mask (filterSize)
σ = blur parameter

The size of the filtration mask (filterSize) is ex-
pressed as:

      (3)

In this study, the size of the filtration mask filter-
Size (x2 = 161, y2 = 91) was calculated by formula (3), 
which is part of the adaptthresh function. The image 
size (sizeIMG) was 1280 ´ 720 px. The blur parameter 
(σ) was left at a base value of 0.5, which was also 
used in the study (S t e e n  et al., 2012). The threshold 
level (T) is determined according to:

      (4)

The value of the variable (scaleFactor) for the 
image was set at the highest sensitivity (1.5). The 

threshold values (T) of each pixel are depicted in 
an approximate 3D view (Fig. 4a). The calculated T
is transferred to the function (imbinarize), which is 
equivalent to the binary Threshold (5) (O p e n C V 
d e v  t e a m , 2018):

      (5)

If the value of the current pixel src(x,y) is greater 
than the set value thresh, this pixel is set to maxVal
– maximum value (255 – white). The other values 
otherwise are set to a 0 value (black). The approximate 
3D view is shown in Fig. 4b.

Regions and their sizes are counted in the new-
ly created image. If the size of the area is less than 
100 px or greater than 14 000 px, then they are removed. 
The goal of the proposed algorithm is the ability to 
detect an object (in this study the dog) in the video. 
In Fig. 4b it can be seen that the searched object has 
the warmest (brightest) body and head section, which 

Fig. 3a. 3D representation original image Fig. 3b. 3D representation image after imadjust function

Fig. 4a. 3D representation of T variable Fig. 4b. 3D representation - frame after adaptthresh function

 dst(x,y) = {maxVal
0     if src(x,y)>thresh

otherwise
  

 

T = scaleFactor g(x,y)  

 

 filterSize = 2 ⌊sizeIMG
16 ⌋ +1  
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is divided into two regions. Morphological functions 
(dilation and erosion) are carried out to ensure that the 
searched objects are properly evaluated, specifically, 
when detecting two regions of 100 px, three regions 
of 75 px, four regions of 50 px, and five regions of 
25 px. Edge detection (Canny) is then carried out. The 
highlighted edges are entered back into the original 
image and the searched objects are thereby high-
lighted. The output of the algorithm are images in five 
detected regions and a video containing information 
(image number, number of objects, size of objects) 
for retroactive evaluation of the proposed algorithm. 
Fig. 5 shows the processing of the image using the 
proposed algorithm in steps: (a) original frame, 
(b) frame after imadjust function, (c) frame after adapt-
thresh function, (d) frame after edge detection.

ResUlTs 

The overall detection reliability is dependent on the 
imadjust function level that separates the foreground 
of the image, which is the subject of interest, from the 
background. In order to determine the optimum level 
value, a level from 0.5~127.5 intensity to 0.8~204 
intensity step by step from 0.01~2.62 brightness in-
tensity was set for all of the images (3101 images). 
Overall, 51 563 images were evaluated, which were 
divided firstly according to the number of objects (1–5) 
and then depending on whether or not the searched 
object is in the image. The results were recorded and 
processed in Excel, where the correlation coefficient 
dependencies of individual evaluated objects (positive 
detection and false positive detection) on the thresh-

old level were evaluated. The correlation coefficients 
(Table 2) show that for positive detection the depend-
ence is strong but indirect in the case of detection of 
three, four and five objects (–0.89; –0.8; –0.7). For 
the detection of 1 and two objects (0.331; –0.002), it 
can be stated that there is almost no dependency. The 
total number of positives and false positives of the 
detected images shows a strong and direct dependence 
(0.725; 0.987) on the threshold level. The number of 
images evaluated as false positives in all cases has a 
growing tendency with the value of the set threshold 
level (Fig. 6). 

The measurement results are plotted into graph 
(Fig. 7) according to the number of detected objects, 

Table 2. Correlation coefficients

Object Treshold level

Po
si

tiv
e 

de
te

ct
io

n

No. 1 0.3318

No. 2 –0.0029

No. 3 –0.8905

No. 4 –0.8067

No. 5 –0.7147

total positive 0.7256

Fa
ls

e p
os

iti
ve

 d
et

ec
tio

n No. 1 0.9435

No. 2 0.9756

No. 3 0.9613

No. 4 0.9491

No. 5 0.9191

total false positive 0.9874

Fig. 5a. Image processing - Original frame
Fig. 5b. Image processing - Frame after imadjust funkcion
Fig. 5c. Image processing - Frame after adpttresh funkcion, 
Fig. 5d. Image processing - Frame after edge detection (final frame).
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total positive detection and false positive detection. 
In order to determine the optimal threshold level, the 
area in which it should be located is first defined using 
the following conditions: the minimum unrecognized 
image values (3.54%) are achieved at a threshold level 
of 0.64 (~163.2 brightness intensity) and thereby also 
maximum detection reliability (96.4%). The mini-
mum values (13.3%) of total false positive images are 
achieved at a level of 0.62 (~158.1 brightness inten-
sity). These conditions were obtained at the interval 
(< 0.62; 0.64 >). 

The specific threshold value of the found interval 
is dependent on the algorithm’s application, i.e. the 
extent to which false positive results are undesirable. 
The recommended value for threshold setting is the 
level of 0.63, at which the algorithm has 96.2% success 
rate for finding the object if the object is actually in 
the image, and 13.9% false positive detection if the 
object is not in the image. It can be seen from this 
graph that an error rate in the algorithm may occur 

in terms of the number of detected objects in the im-
age, specifically for one and two objects. This error 
is caused by the creation of two regions (the head and 
the torso), on which there is more sunlight than on the 
animal’s neck. This error rate can be suppressed by 
changing the coefficients of morphological functions. 

DISCUSSION

The goal of this proof concept was to create an 
algorithm that will be able to detect animals with at 
least 95% success regardless of the number of detected 
objects and the flight level. The achieved success rate 
of detection was even higher than the success rate 
published in C h r i s t i a n s e n  et al. 2014, referring 
to 84.8% under a 10 m flight level. In real conditions, 
there will be a situation where more animals are as-
signed to one object via detection. Typically, this can 
happen in situations where more animals squeeze each 
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other in one pack. However, this property is not a ma-
jor obstacle in using the system because the number 
of animals in the pack does not matter in this case. 

While testing the proposed detection system, it 
was found that hardware performance and the Android 
operating system are the right way to improve it. The 
subsequent part of the research considers the use of 
the full potential of a mobile phone for which an ap-
plication will be created that will use the presented 
algorithm and will be expanded by GPS coordinates in 
the event of positive detection. These coordinates will 
be sent to the ground station along with approximately 
5-second IR video recording of the scanned scene.

CONCLUSION

A total of 3101 images were taken in the study 
in which the object searched for (dog) was found in  
1129 images. The images were exposed to thirty 
threshold levels (0.5–0.8) corresponding to values 
of 127.5–204 brightness intensity. At each step, the 
threshold level was increased by 0.01 (~2.62 bright-
ness intensity). The highest success of the proposed 
algorithm was achieved at the threshold level of the 
imadjust function (0.63~160 brightness intensity). At 
this level, 1087 out of 1129 images with the dog were 
detected and its success rate is therefore 96.2%. The 
number of objects was evaluated from the positively 
evaluated images, where 85.5% of the images were 
evaluated as one object, 11.7% of the images as two 
objects, 1.84% of the images as three objects and 0.83% 
as four or five objects. These results can be improved 
via a higher morphological function (dilation and ero-
sion) that is tied to the number of searched objects. 
Increasing cutting levels (threshold) also increased false 
positive images, of which 14% were evaluated from 
the total 3101 images. The number of these images can 
be reduced in the part of the algorithm in which the 
values are set for deleting miniature and large objects 
that cannot be the searched object. Therefore, in the 
next phase of our research, a direct connection of an 
unmanned aircraft to the algorithm will be tested. 
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