
90 Scientia agriculturae bohemica, 44, 2013 (2): 90–96

INTRODUCTION

Due to expanding human activity, it is increasingly 
more important to ensure the stability and durability of 
supplies from renewable energy sources (B e t t i n g e r 
et al., 2009). Considering the limited use of traditional 
renewable sources such as water, sun or wind in the 
Czech Republic, forests play an important role as  
a source of renewable energy and renewable material. 
To ensure a sustainable timber harvest should be an 
equally important goal as to ensure the stability of 
forests in changing climatic conditions. For these 
purposes, modern forest management techniques use 
different timber harvesting indicators.

Currently, there are two timber harvesting indica-
tors implemented in Czech legislation to express the 
maximum possible final cut. These are the so-called 
cutting percentage (CP) (M a r u š á k ,  Yo s h i m o t o , 
2007) and the normal harvest area (B e t t i n g e r  et al., 
2009). Both these indicators come from a regulated 
forest (B e t t i n g e r  et al., 2009). However, a regulated 
forest with a balanced and regulated age class distri-
bution is not only unachievable at present, but also 
undesirable for forest stability (P r i e s o l ,  P o l á k , 

1991). In addition, both these indicators are static, 
which means they only allow planning for one com-
ing decade, without the option of taking into account 
harvesting possibilities over a longer time horizon. 
This results in strongly uneven decadal harvests for 
the whole forest management unit.

Alternative options for determining the optimal 
volume of harvested timber are represented by so-called 
operations research (T o r r e s - R o j o ,  B r o d i e , 
1990; B e t t i n g e r  et al., 2009). One of these is inte-
ger programming (IP), which belongs to the classical 
mathematical programming methods. The second one 
is a heuristic method, simulated annealing (SA). This 
method should allow finding a local maximum of the 
objective function that differs only slightly from the 
value of the global maximum, but requires an incom-
parably shorter computation time.

Linear programming methods, to which integer 
programming also belongs, are widely used today 
for optimization in many fields, and are a keystone 
of operations research (H i l l i e r ,  L i e b e r m a n , 
2010). A special case of integer programming is a case 
where all variables are binary, meaning their possible 
values are either 0 or 1. Resolving problems by integer 
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programming is often computationally demanding, and 
can even take several hours (J a b l o n s k ý , 2007).

When encountering complicated problems, the 
mathematical methods of linear or integer program-
ming often fail altogether, or require too much time to 
find the optimum solution (L i  et al., 2010). In such a 
case, it is not required to find the optimum solution, 
but any acceptable solution that approaches the opti-
mum solution as closely as possible and requires much 
less computation time. For this, heuristic methods are 
usually used, simulated annealing being one of them 
(H i l l i e r ,  L i e b e r m a n , 2010). 

In many optimization problems the objective func-
tion has several local extremes and just one global 
extreme. For example, the traditional climbing al-
gorithm stops when the first extreme is reached. In 
more complicated cases, the result obtained by this 
method simply cannot be right. It is therefore nec-
essary to find an appropriate way to leave a local 
minimum. Sometimes, this means accepting a par-
tial solution that is “worse” than the preceding one 
(M e h l h o r n ,  S a n d e r s , 2008). Simulated annealing 
is one of the methods that comply with this assump-
tion. B e r t s i m a s ,  T s i t s i k l i s  (1993) stated that 
“simulated annealing is a probability method, designed 
by Kirkpatrick, Gelett and Vecchi (1983) and Cerny 
(1985) to find the global minimum of a function that 
can have several local minima”.

When resolving problems using SA algorithms, it 
is important to make a cooling plan (B e r t s i m a s , 
T s i t s i k l i s , 1993). Its parameters are the initial 
temperature (T0) and the cooling function Tz+1 = f (Tz). 
The cooling function can be either very complicated 
or simpler with a coefficient that at each step lowers 
the temperature by a fixed (relative or absolute) value 
(L i  et al., 2010). Equally important is the final tem-
perature, where the calculation is supposed to stop. For 
the SA algorithm itself, also the number of iterations 
is needed, which sets the number of repetitions for 
each given temperature value (K a n g a s  et al., 2008).

The use of mathematical programming for harvest 
planning has been discussed worldwide for more than 
forty years (J o h n s o n ,  S c h e u r m a n n , 1977; 
B u o n g i o r n o ,  G i l l e s  2003). Heuristic methods 
found their place later, mainly as computers devel-
oped. The application of simulated annealing to forest 
management is found, for example, in the work of 
L o c k w o o d ,  M o o r e  (1992).

None of the methods described above are used for 
assessment of final cuts in the real conditions of forest 
enterprises in the Czech Republic. This paper com-
pares two selected methods and their use for harvest 
optimization in clear-cutting system and assesses their 
use for a real forest enterprise in the Czech Republic. 
The results from the application of these methods to 
a real forest enterprise and their comparison with the 
results of the harvest amounts calculated by the cutting 
percentage indicator method are presented.

MATERIAL AND METHODS

Data

Data from a real forest management area (FMA) 
were used for the application of the mathematical 
model and its solution methods. This FMA consists 
of three individual, spatially separated parts that will 
be referred to in this paper as the 1st part of the FMA, 
the 2nd part of the FMA, and the 3rd part of the FMA. 
All data were used with the agreement of the FMA 
owner, but to comply with the rules for protection of 
personal data, it is not identified more specifically. 
The final cut was planned for this model FMA for the 
next 30 years, i.e. for three decades. This corresponds 
with the traditional time scale when planning final 
cuts in current forest management plans.

Real data on Norway spruce (standing volume) 
were used. To predict the growing stock, growth model 
Czech yield tables were used (Č e r n ý  et al., 1996).

In the next step, maps from the forest management 
plan were digitized to .shp files and then analyzed 
in the ArcMap geographical information system. All 
parts of the FMA that are, or will be in next 30 years, 
of cutting age, were chosen. These parts of the FMA 
were then divided into potential cutting units by the 
editing tools in ArcMap. When editing these units, 
wind direction, slope, and existing logging roads, 
on the one hand, were taken into account. On the 
other, it was important to consider also the legisla-
tive parameters for clear-cuts. This means primarily 
the maximum width, which equals two mean heights 
of the surrounding stand, and the maximum area of 
a clear-cut. The cutting units for the 2nd part of the 
FMA are presented in Fig. 1 for illustrative purposes.

The legal requirements for placing clear-cuts were 
met by an adjacency matrix (Yo s h i m o t o ,  B r o d i e , 
1994; M a t o u š e k ,  N e š e t ř i l , 2002). To determine 
the adjacent cutting units for cutting unit i, the defini-
tion of Moore’s neighbourhood adjacency was used 
(K o n o s h i m a  et al., 2011).

Fig. 1. Suggested regeneration units for the 2nd part of FMA (forest 
management area)
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Mathematical model of harvest optimization

The mathematical model has several parts. The 
first one is the objective function (1)

      (1)

where:
V = total amount of final cut over three decades
Vip = standing volume in cutting unit i in period p
n = total number of potential cutting units in the FMA
xip = control variable

The control variable is defined by

      (2)

Because this is a unit restricted model (URM) 
(C r o w e  et al., 2003), every binary variable in the 
model represents specifically one proposed cutting 
unit designed for cutting at the time of elaboration 
of the plan.

The other parts of the mathematical model for har-
vest optimization are the constraints. One of these is 
that each unit can be cut just once per planned period, 
which can be generalized as

      (3)Nix
p

ip 
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where:
i = ordering number of unit (1 – n)
N = set of all i of n elements

M a r u š á k  (2007) states equality for these condi-
tions. That would mean that the unit has to be cut at 
some time during the planning horizon. At the same 
time, however, his models are computed for five dec-
ades, whereas the present paper uses calculations for 
just three decades, which is the most frequently used 
cutting period in the Czech Republic. For this reason, 
the inequality has been chosen for these constraints so 
that they are not too rigorous for the complete model.

Conditions that originate in the spatial relations 
between the cutting units can be set down using analytic 
algorithm (Yo s h i m o t o ,  B r o d i e , 1994), e.g.:

      (4)

      (5)

where:
A = adjacency matrix 
B = diagonal matrix in which the ith diagonal ele-
ment bii is defined by bii = Ai1 (Ai = ith row vector of 
adjacency matrix A)
M = modified adjacency matrix 
X = control vector for control variables xp
1 = unit vector (n × 1)

The last constraint is the condition of harvest bal-
ance across the planning horizon: 

      (6)

where:
α = percentage harvest difference between sequential 
periods
Vp = total harvest in period p

For the calculations using integer programming, 
we used the optimization software Lingo (Version 
11.0.1.4, 2008). For the simulated annealing calcula-
tions, we designed our own software.

Three alternative variants were considered for each 
method. The variants for integer programming method 
differed in the allowed maximum relative difference 
between harvests in different decades, and were 5% 
(IP5), 10% (IP10) and 15% (IP15). The same vari-
ants for the simulated annealing method differed in 
the maximum relative difference between harvests in 
different decades were calculated as well: 5% (SA5), 
10% (SA10), and 15% (SA15). For the simulated 
annealing calculations, the input parameters, i.e. the 
cooling plan, had to be derived first. At first, the values 
from B o s t o n ,  B e t t i n g e r  (1998) were used. The 
initial “temperature” values thus were 500 000, 900 
000, and 1 500 000. The final “temperature” value was 
set to 5 for all options. The numbers of repetitions for 
one temperature value were 100, 200, and 300, and 
the reduction factors were set to 0.950, 0.975, and 
0.999. Each combination of these factors was run five 
times and the results averaged. The success of the SA 
variants is expressed as the ratio of the SA variant 
with the corresponding IP variant, multiplied by 100:

      (7)

RESULTS

The harvest volume for the first to third periods 
(H1, H2, H3) and the total harvest volume (H) ob-
tained by the IP alternative are presented in Table 1. 
The harvest volumes (H1, H2, H3) and total harvest 
volume (H) obtained by the SA alternatives are pre-
sented in Table 2.

For SA, the initial parameters (T0 = initial tempera-
ture, n = iteration number) from B o s t o n ,  B e t t i n g e r 
(1998) were used. The resulting calculated values for 
each combination are shown in Table 3.

These results, however, are not very successful – the 
success defined above was less than 93% while has 
reached more than 98% in the literature (B o s t o n , 
B e t t i n g e r , 1998; C r o w e ,  N e l s o n , 2005).

It is necessary to consider not only the total number 
of iterations, but also the true meaning of the individual 
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parameters in the simulated annealing algorithm. The 
total number of iterations of an SA algorithm is de-
pendent on the range of “temperatures”, initial and 
final: the bigger the range is, the greater will be the 
success of the solution. The other two parameters, i.e. 
the number of iterations for a given temperature value 
and the reduction factor, influence the total number of 
solutions and have also other consequences that need 
to be considered when determining their input values.

The reduction factor influences the probability of 
accepting a wrong solution. This means that for values 
approaching 1, the probability of accepting an inap-
propriate solution rises, especially at the beginning 
of the calculation.

The number of iterations for a given temperature 
value also plays an important role in the proposed 
algorithm. The algorithm, as it is, will move one step 
further even in the case that the randomly chosen unit 
does not comply with the constraints. The stricter these 
conditions are, the lower is this value and the greater 
is the probability that not even one random choice will 
meet the constraints. In other words, the calculation 
moves one step further without changing the objective 
function. This is why we decided to change the initial 
values of the iteration numbers for given temperature 
values. These new parameters and results are shown 
in Table 4. As before, the given results are averages 
from five runs.

Table 1. Results of integer programming method

IP5 (5% difference) IP10 (10% difference) IP15 (15% difference)

H1 (m3 u.b.) 13 248 12 882 12 505

H2 (m3  u.b.) 13 902 14 126 14 347

H3 (m3  u.b.) 13 910 14 170 14 379

H (m3  u.b.) 41 060 41 178 41 231

Time (min : sec) 2 : 41 1 : 52 1 : 40

H = total harvest volume , H1–H3 = harvest volume for the first to third periods, u.b. = under bark

Table 2. Results from the simulated annealing method

SA5 (5% difference) SA10 (10% difference) SA15 (15% difference)

H1 (m3 u.b.) 12 739 12 543 12 275

H2 (m3  u.b.) 13 363 13 667 13 905

H3 (m3  u.b.) 13 372 13 785 13 953

H (m3  u.b.) 39 474 39 995 40 133

Time (min : sec) 23 : 14 22 : 56 22 : 55

Success (%) 96.1 97.1 97.4

H = total harvest volume , H1–H3 = harvest volume for the first to third periods, u.b. = under bark

Table 3. Values of objective function for different combinations of input parameters T0 and n = 100, 200, 300

Values of reduction factors

T0 = 500 000 0.950 0.975 0.999

n = 100 32 405 33 599 37 633

n = 200 33 518 35 031 38 958

n = 300 33 002 34 092 39 196

T0 = 900 000 0.950 0.975 0.999

n = 100 32 549 31 774 37 806

n = 200 32 755 34 570 38 197

n = 300 33 598 35 227 38 578

T0 = 1 500 000 0.950 0.975 0.999

n = 100 31 941 32 876 37 976

n = 200 33 327 33 296 38 495

n = 300 33 464 34 900 38 491

T0 = initial temperature, n = iteration number
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We obtained better results with these parameter 
values, consequently for the final calculation, the 
combination with the best result from these was chosen: 
initial temperature 1 500 000, number of iterations 
for a given temperature value 1500, and reduction 
factor 0.999. Again we ran five series of calculations 
for each variant of the allowed harvest volume dif-
ference between periods (5, 10, and 15%). From each 
series, the solution with the highest obtained value was 
chosen. Table 2 then shows these results obtained by 
the simulated annealing method for input parameters 
for the given variants (SA5, SA10, and SA15). This 
table also gives the percentage of success of each solu-
tion, calculated as the relative fraction of the results 
compared to the corresponding result obtained by the 
integer programming method.

Fig. 2 illustrates the process of finding the global 
maximum of the function by the simulated annealing 
method. It shows several local maxima that were ig-
nored by the algorithm during the computation, which 
continued until it reached the extreme of the function 
that approaches the global maximum.

Fig. 3 shows the absolute differences in the pre-
dicted final cuts for the model FMA proposed by the 
cutting percentage method and the individual IP and 
SA variants. The values were taken from the forest 
management plan of the model FMA. An important 
difference is found in the decrease of proposed har-
vested volumes by the cutting percentage method for 
the 2nd decade. This decrease reaches approximately 
30% compared to the 1st decade.

The results of the different variants of the simulated 
annealing algorithm do not show any clear relation-
ship between the priority of the chosen units and 
the identity of the model. The graphical results then 
clearly show that this method follows no rules when 
choosing cutting units and does a random selection.

DISCUSSION

Better results were achieved by using the integer 
programming method (IP5, IP10, and IP15) than by 
using the simulated annealing method calculations 

Table 4. Values of objective function for different combinations of input parameters T0 and n = 600, 1 200, 1 500

Values of reduction factors

T0 = 500 000 0.950 0.975 0.999

n = 600 35 531 36 674 38 791

n = 1 200 36 279 36 567 39 698

n = 1 500 36 413 37 935 39 396

T0 = 900 000 0.950 0.975 0.999

n = 600 35 802 36 734 38 845

n = 1 200 36 184 37 218 39 232

n = 1 500 36 280 37 069 39 561

T0 = 1 500 000 0.950 0.975 0.999

n = 600 34 954 35 908 39 147

n = 1 200 36 085 37 216 39 631

n = 1 500 35 522 36 626 39 717

T0 = initial temperature, n = iteration number

Fig. 2. Changes of the objective function with changing number
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(SA5, SA10, and SA15). Also all the results confirm 
that increasing the rigorousness of the restricting con-
ditions increases the time needed to reach a success-
ful solution of the model. The most time-demanding 
models were IP5 and SA5. At the same time, higher 
values of the whole harvested volume were obtained 
in models with less restrictive conditions (IP15 and 
SA15). This is caused by the lower standing volumes 
in the individual units in the first period. If the har-
vested volume in the individual periods should be kept 
approximately equal (IP5 and SA5) and also comply 
with all other conditions, then the harvested volume 
in the 2nd and 3rd periods has to adjust itself according 
to the volume of the 1st period. These results agree 
with the total number of stand units chosen in differ-
ent variants, which is the lowest in alternatives with 
more restrictive conditions. This example gives us an 
insight into the optimum solution; it does not necessar-
ily employ the highest number of chosen units, but it 
finds the units that have the highest standing volumes.

With a high total number of iterations, it is obvi-
ous that some units (those significantly increasing 
the objective function) will be drawn repeatedly in 
different variants. On the other hand, there are units 
that were not once chosen for cutting in any of the six 
alternative solutions, and some units that were chosen 
just in one alternative. To choose these units would 
not be expected to increase the value of the objective 
function, but it would probably decrease it due to the 
adjacency conditions. It can be expected that if the 
planning time horizon were longer than three decades, 
these units would be included in the calculation as well.

However, there are clear differences in the choice 
of stand units between individual alternatives of cal-
culation. The calculated volume of harvested timber 
for the 1st part of the FMA does not differ between IP5 
and IP10, only IP15 is different. Due to this change, the 
calculation had to change all the units in the IP15 vari-
ant so that the adjacency conditions were still met. The 
same pattern of differences can be observed for the 2nd 
part of the FMA (IP15 differs from IP5 and IP10), but 
the IP15 variant has the exact opposite distribution of 
harvesting in the 2nd and 3rd periods than IP5 and IP10. 
The last part of the FMA shows differences among all 
three alternatives, which is caused simply by the fact that 
more choices allow more combinations. One variant of 
harvest fluctuation is mainly used (B a ş k e n t ,  K e l e ş , 
2005). More variants, as presented in this paper, enable 
us their comparison and selection of the better variant 
according to the spatial distribution of the cutting units.

When looking at the results of simulated annealing, 
a similar description of the differences between indi-
vidual calculation variants (SA5, SA10, and SA15) is 
more difficult. This is because all the results confirm 
the random selection of stand units for cutting. All 
three variants therefore show different results for all 
three parts of the forest enterprise. But even so, it is 
an interesting result that for the 2nd part of the FMA, 

the harvest distribution between the 2nd and 3rd periods 
is exactly the same as for IP5, IP10, and IP15, even if 
SA15 has its units divided in the opposite order than 
all other variants. This is again caused by the possible 
number of potentially adjacent units: when this number 
decreases, the number of possible combinations also 
decreases. Analogously to the previous paragraph, 
a selection of the better variant according to spatial 
distribution can be done as well. This would benefit 
the forest manager and it is not possible when only one 
variant is computed (B o s t o n ,  B e t t i n g e r , 1998).

Current methods do not consider balancing the 
harvest between periods and there is no way to in-
corporate conditions into those models to ensure it. 
In contrast to the cutting percentage methods, both 
methods used in this work comply with harvest balance 
conditions in all considered variants. The operations 
research methods will help us make a better decision 
for the final cut prescription in the next planning 
period (M a r u š á k , 2007).

The discussion of final computation times for both 
methods is of equal importance, mainly because the 
obtained values are in complete contrast with the results 
in other papers (B o s t o n ,  B e t t i n g e r , 1998). The 
computation times needed for one calculation using 
the simulated annealing method should have been in 
the order of minutes (B o s t o n ,  B e t t i n g e r , 1998) 
or tens of minutes (C r o w e ,  N e l s o n ,  2005), but 
calculations using integer programming should have 
had the opposite results. However, there are many 
explanations for these obtained values, for example 
the possibilities of computational techniques are con-
stantly increasing and the same goes for the computing 
power of personal computers. In combination with 
professional optimization software, it is no problem 
to get results very fast. Moreover, the optimization 
model used in this work had neither many restricting 
conditions, nor many variables. Other authors have 
searched for the optimal solution when there are more 
variables (L o c k w o o d ,  M o o r e , 1992; C r o w e , 
N e l s o n , 2005). On the other hand, the programme 
used for the calculations using simulated annealing 
had not been optimized for computing time. We can 
assume that for more planning periods, time needed 
for the calculation will be longer.

CONCLUSION

The volume of the final cuts, when calculated by 
currently used harvesting indicators, reflects only the 
current situation (i.e. area or volume) of the cutting 
age classes. No information about younger age classes 
or the influence of potential planned final cuts on the 
evolution of the age structure of the forest enterprise 
is taken into account in those optimization models. 
Current harvesting indicators come from the regulated 
forest, which may be suitable for large areas, like the 
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whole country, because there, the regulated age class 
distribution could be expected. However, for small 
forest enterprises, there is a growing probability that 
the age structure is unbalanced and harvesting indica-
tors therefore lose their validity. 

For a wider application in practical forest manage-
ment planning of the methods and practices described in 
this paper, more research investigating various models, 
differentiated by sets of stands, natural conditions, 
owner’s requirements and other factors, is undoubt-
edly necessary. In the case we want to continue to 
apply the SA method for final cut optimization, we 
will need to focus on optimizing the programming 
code of the software designed for this research. Even 
so, according to the first achieved results, the use of 
these methods for spatial and temporal optimization 
of harvest planning not only appears to be acceptable, 
it also seems that in the context of the forests of the 
Czech Republic, it is even more fitting than the use of 
the classical harvesting indicators. The results show 
that in the case of small forest management areas in the 
Czech Republic, the use of heuristic methods is less 
suitable than exact optimization methods such as IP.
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